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This work develops multilingual LLMs for Võro, Livonian, and Komi—three extremely low-resource 
(XLR) Finno-Ugric languages. Key contributions include the creation of Llama-SMUGRI models, new 
evaluation benchmarks, and extensive human evaluation. Our models achieve competitive 
performance with GPT-3.5-turbo in helpfulness and surpass it in naturalness.
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Training methodology

Human evaluation

HELPFULNESS

HELPFULNESSNATURALNESS

1 Continued pre-training on high-resource supporting 
languages (ET, FI, EN, RU, LV) for 10B tokens.

2 Continued pre-training on XLR Finno-Ugric 
languages, supporting languages, and parallel data for 
3B characters, repeating the XLR data at most 4 times.

3 Instruction-tuning on machine translated and 
supporting language instructions.
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Our models achieve higher naturalness than GPT-3.5-turbo 
with competitive helpfulness — often outperforming 
GPT-3.5-turbo in general and writing tasks.

Continued pre-training stage 1 positively affects some 
discriminative benchmark scores while in stage 2 the model 
learns to generate text in those languages.

Automatic evaluation on the  instruction-tuned models reveals 
that GPT-4-turbo outperforms our models on Võro, while our 
models are competitive on the other languages.
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Benchmarks
SIB-200 → SIB-SMUGRI (topic classification)

Belebele →  Belebele-SMUGRI (MCQA)

SMUGRI-MT-Bench [NEW]

We partially extend existing benchmarks to cover Livonian, 
Võro, and Komi.

We create a novel multi-turn conversational benchmark for 
evaluating LLMs in Võro, Livonian, and Komi using 80 
real-world prompts covering math, reasoning, writing, and 
general topics. It enables human assessment of model 
performance in these low-resource languages.

Livonian
Critically endangered

~30 speakers (non-native)
2.6M characters

Võro
Definitely endangered

~100k speakers
14M characters

Komi
Definitely endangered

~160k speakers
578.9M characters
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